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Preamble
Roughly, but with some support from the dictionary, we can say that 'technology' refers to the application of any effective procedure to solve a specific, practical problem. Popularly, the meaning of technology has become increasingly associated with computers and computer-controlled applications, and that is the sense with which it is used here. More specifically, these comments concern the application of computers or computer-controlled capabilities to the many, quite practical problems of education and training. These applications have been used for over 35 years now, and after this period of time, it is fair to ask if they have been shown to be any good. In short, do they work? 

This turns out to be a difficult question to answer, partly because the research literature on technology applications is so voluminous, but also because instructional technology can be -- and has been -- designed, developed, and implemented in many different ways to accomplish many different ends. Technology has been used to teach beginning reading, dance, interpersonal relations, electronic troubleshooting, advanced topics in mathematical logic, and most topics in between. It has been used by a full range of learners and settings that include formal schools, homes, business and industry, and the military. It has been used directly to teach, as a tool for teachers and students to use in learning, as a source of device and situation simulation, and as a manager of instructional progress and instructional resources. To ask if instructional technology 'works' is to cover a lot of ground. To summarize the research results, requires license to ride roughshod over many issues of intent, design, implementation, and evaluation. 

To make matters somewhat more complicated, evaluators and decision makers frequently have different issues in mind when they discuss whether any of these applications work. In some cases, the issue is simply to determine if an experimental application shows any promise at all -- is it sufficiently promising to continue research and development or should it be abandoned? In other cases, the issue concerns whether or not the application is an improvement on what we do now -- is it more effective? Other evaluations are concerned with costs -- is it less expensive than current practice? Still others, but very few, attempt to inform decisions concerning the most cost-effective means to accomplish specific instructional goals -- is it a cost-effective alternative? 

In a summary such as this one, the issue may properly be to assess whether the lessons learned thus far justify further investment -- investment not only of time and money but of cultural change and adjustments in professional practice, all of which will be required if education and training are to take advantage of our new learning technologies. In brief, is there enough promise here, to justify the effort required -- especially the effort required by teachers -- to learn to use it? 

Summary
What do our existing evaluation data have to say about instructional technology? Do we have anything to report after all these years of research, development, and use? The following summary represents a perhaps incautious leap into this territory. It attempts to derive a few statements that can be made with at least a modicum of credibility about the value of technology used in instruction. 

In doing so, current practice suggests that no single evaluation study, no matter how carefully done, is conclusive, that we must combine the results of many evaluation studies to draw a cumulative picture of what we've learned. The way to do this, in the current state of the art, is to use meta-analysis, which employs a measure called effect size. 

Earlier we would have used a 'box-score' approach. We would determine the proportion of studies in which experimental group means exceeded control group means by some statistically significant extent and then report the experimental treatment as favorable or not depending on whether this proportion was large or small. Hedges and Olkin (1980) showed that the box score approach has very low power (low ability to detect statistically significant differences) for the treatment effect sizes and sample sizes characteristic of instructional research. They also showed that the power of the box score approach decreases as the number of studies included in the review increases. 

Glass (1976), among others, proposed an alternative approach. Since he was performing an analysis of analyses, he described his approach as "meta-analytic." It differs from the box-score approach in three ways: (1) studies relevant to the issue at hand are collected using clearly defined procedures that can be replicated; (2) a quantitative measure, "effect size," is used to tabulate the outcomes of all the collected studies including those with results that are not statistically significant; and (3) statistical procedures are used to synthesize the quantitative measures and describe the findings of the analysis. 

Effect size is defined as the difference between the means of two groups divided either by the standard deviation of the control group or the standard deviation of the control and experimental groups pooled together. Hedges and Olkin (1985) showed that, for every effect size, both the bias and variance of its estimate are smaller when the standard deviation is obtained by pooling the sample variance of the experimental and control groups instead of using the control group standard deviation by itself. Effect sizes based on pooled standard deviations are used in this summary. They are calculated so that the larger the effect size, the greater the instructional impact of technology. 

The main drawback in using effect sizes is that they are, basically, a measure of standard deviations and not especially meaningful to human beings who are not statisticians. For this reason, the effect sizes reported in this paper are accompanied by rough translations to percentiles based on the notion that an effect size of, say, 0.50 is roughly equivalent to raising the performance of 50th percentile students to that of 69th percentile students. 

One other preliminary remark may be in order. Many of the evaluations considered here include results from both training and education. Training is seen as a means to an end -- performance of specific tasks required by a specific identifiable job. Education is seen as valuable in its own right -- a preparation for life. However, they are both viewed as different ends of a common dimension that may be called instruction. Most training includes some aspects of education, and most education includes elements that either are, or will be in the context of a full life, training. The underlying technologies and the issues they introduce across the entire dimension of instruction are considered to be effectively identical for most purposes and certainly for the purposes of this summary. 

What then are some findings? 

Technology can be used to teach 

A number of studies have compared technology applications in education and training to, simply, doing nothing. The issue here is to begin at the beginning. It is not to determine whether these applications are a good way to teach or if they teach the right things, but simply to see if they teach anything. The results suggest that they do. For instance, single studies by Crotty (1984) and Verano (1987) and two studies by Allan (1989) compared applications of interactive videodisc instruction (IVI) with placebo treatments in which no instructional material was presented. The average effect size for these studies was 1.38, suggesting an average improvement in student achievement from 50th to 92nd percentile performance. 

Additional and perhaps stronger evidence comes from early studies reported by Suppes, Fletcher, and Zanotti who used computer based instruction (CBI) to present mathematics instruction to 69 Native American (1975) and 297 hearing impaired (1976) students. Tracing student progress -- or "trajectories" -- through the curriculum material, these investigators found that, based solely on the amount of time students spent in the CBI curriculum (measured to the nearest tenth of a second), they could predict to the nearest tenth of a grade placement and within 99 percent confidence limits, the scores obtained by each student on standardized tests of total mathematics achievement. Different students, of course, progressed at different rates, but their progress could be individually modeled by fitting their individual parameters to a general model with the quite precise results stated. If time spent in the curriculum had no effect, no predictions would have been possible. In these studies, the precision of the predictions is as notable as the fact that they could be made, and validated, at all. 

Technology improves instructional effectiveness 

Here lies the more common issue of determining whether or not technology allows us to do any better than we can now. A typical study that addresses this issue compares an approach using technology, such as computer-based instruction or interactive multim edia instruction, with what may be called "conventional instruction," which uses platform lecture, text-based materials perhaps including programmed text, and/or laboratory, hands-on experience with real equipment. 

There have been many studies of this sort. Some results for CBI are shown in Table 1. Their effect sizes range from 0.26 to 0.47 and average 0.39, which suggests an average improvement from 50th to 65th percentile achievement. In a recent review of 12 meta-analyses involving at least 250 different evaluations of CBI 1, Kulik (1994) reported an overall average effect size of .35 suggesting an overall increase of 50th to 64th percentile performance after introduction of the CBI. Some results for interact ive videodisc instruction, which includes the functionalities generally used to describe interactive multimedia instruction, are shown in Table 2. Overall, the results in Table 2 are slightly higher than those for CBI, averaging 0.50 for 47 evaluation studies and suggesting an overall increase in student achievement from 50th to 69th percentile performance. The effect size of 0.69 for interactive videodisc (or multimedia) instruction in higher education is impressive, in that it suggests an improvement from 50th to 75th percentile performance. 

There is more to be said about these evaluation studies. Their strengths and limitations are discussed a little more below. Generally, the evidence that they present is favorable, suggesting that the introduction of technology improves the effectiveness of instruction. 

Table 1. Some Effect Sizes for Computer Based Instruction
PRIVATE
Where
Effect Size
No. of Studies
50%tile
to %tile

Elementary Schoola
0.47
28
68%tile

Secondary Schoolb
0.42
42
66%tile

Higher Educationc
0.26
101
60%tile

Adult Educationd
0.42
24
66%tile

Military Traininge
0.40
38
66%tile

Overall
0.39
233
65%tile






a (Kulik, C-L Kulik, and Bangert-Drowns, 1985) 
b (Bangert-Drowns, C-L Kulik, and Kulik, 1985) 
c (C-L Kulik and Kulik, 1986) 
d (Kulik, C-L Kulik, and Shwalb, 1986) 
e (Johnston and Fletcher, 1996) 




Table 2. Some Effect Sizes for Interactive Videodisc Instructiona
PRIVATE
Where
Effect Size
No of Studies
50%tile 
%tile

Military Training
0.39
24 
65%tile

Industrial Training
0.51
9
70%tile

Higher Education
0.69
14
75%tile

Overall
0.50
47
69%tile

a (Fletcher, 1990) 




Technology reduces time to reach instructional objectives. 

This is a finding that arises repeatedly in reviews of instructional technology. Orlansky and String (1977) found that reductions in time to reach instructional objectives averaged about 30% in their review of CBI used in military training. Kulik and his colleagues found time reductions of 34% in 17 studies of CBI used in higher education and 24% in 15 studies of adult education (Kulik, 1994). Fletcher (1990) found an average time reduction of 31% in 6 studies of interactive videodisc instruction applied in higher education. Johnston and Fletcher (1995) found time reductions of 28% across 23 studies of CBI applied in military training. All these reviews are effectively independent in that they reviewed different sets of evaluation studies. On this basis, reductions of about 30% in the time it takes students to reach a variety of instructional objectives seem to be a good bet. 

Technology promotes equity in achievement. 

One benefit of interactive technology-based instruction appears to be that fewer students are left behind. Because the sequence, pace, difficulty, content, and/or style of technology-based presentations are tailored to some extent for each student's individual needs, at least some progress by each student may be ensured. This possibility has been suggested by a number of authors -- perhaps most eloquently by Corno and Snow (1986) -- and it is borne out by results, such as those reported by Fletcher who found that the variance of pre- and post-instruction measures increased under conventional instruction, but remained effectively unchanged under interactive videodisc instruction, despite increases in relative mean achievement of the videodisc groups. Similar results have been found for computer based instruction. Different students will progress at different rates, as Suppes, et al. (1975, 1976) showed, but no students will be lost, all students advance in accord with their abilities. 

Technology appears to be equally effective for knowledge and performance outcomes. 

It seems reasonable to expect that instructional objectives for knowledge outcomes in which students are expected to learn concepts or facts would be more readily achievable by instructional technology than would instructional objectives for skilled performance in which students are expected to learn to do something. However, available data suggest that both outcomes are often achieved with equal efficiency and that both are superior to conventional instruction in achieving these objectives. For example, Fletcher (1990) found an average effect size of 0.39 for 29 studies using interactive videodisc instruction (IVI) to achieve knowledge outcomes and an average effect size of 0.40 for 21 studies using IVI to achieve skilled performance outcomes. 

The degree to which two dimensional simulations in which computer displays are used to simulate actual equipment which students must learn to operate or maintain continues to surprise reviewers, including this one. Many instructional objectives that are certified by performance in maintaining or operating actual devices appear to be achievable through instruction presented by computer-controlled, two-dimensional simulations. The only general drawback observed thus far is that performance is initially sl ower (although often more accurate) when students begin using the actual equipment (Fletcher and Orlansky, 1986). There must be a point at which two dimensional simulation no longer suffices for performance objectives, but that point appears to be further off than one might intuitively expect. 

Technology can be used to teach "soft skills." 

In the light of all the emphasis on specific knowledge and skills instruction it is interesting to note that technology has been used successfully to present knowledge and skills associated with social interactions. For instance, Blaiwes and Weller (1978 ) reported a successful six-year effort to improve leadership and management practice of Navy recruit company commanders using computer based instruction. In the later, multimedia realm, Schroeder, Hall, and Morey (1985) describe six studies comparing the use of programmed text presentations, interactive "live" role play, and interactive videodisc presentations to teach the interpersonal skills needed to lead small groups. Overall, Schroeder et al. found an average effect size of 0.38 favoring the use o f interactive videodisc instruction over programmed text and an average effect size of 0.20 favoring the use of interactive videodisc instruction over "live" role playing. 

Interactivity is important. 

The value of interactivity is suggested by Table 3 which shows effect sizes from single evaluation experiments intended to compare different levels of interactivity using the same IVI materials. There were two experiments that held total instruction time constant, but varied the amount of time allocated to IVI, two experiments that compared branching IVI to instruction that used videodisc to present an unvarying linear sequence of instructional material, one experiment that compared student-controlled, highly interactive videodisc instruction to linear instruction presented by videodisc, and one experiment that used the same videodisc but presented it using computer-controlled interactivity (Level III) in one case and limited branching (Level II) in the other. The effect sizes found in all six studies suggest that increased interactivity increases student achievement. 

Table 3. Value of Interactivity Videodisc Instruction (IVI)
PRIVATE
Comparison
Effect Size Difference
Favoring Interactivity

More IVI Versus Less IVI a 
0.14 (Experiment 1)
0.12 (Experiment 2)

Branched IVI Versus Linear IVI b
0.85 (Experiment 1)
0.59 (Experiment 2)

Interactive IVI Versus Linear IVI c
1.54

Level III IVI Versus Level II IVI d
0.46

a (Cicchinelli, Keller and Harmon, 1984) 
b (Fowler, 1980) 
c (Verano, 1987) 
d (Level III); Wankel, 1984 (Level II)) 


Simulation requires guidance. 

Many theorists have extolled the virtues of discovery learning in which students are provided an environment which they explore on their own to accomplish the intended instructional objectives. Some work with device and equipment simulation appears relev ant to these notions. Effect size has been used to assess simulation applications in training for students who are learning to maintain and repair devices. Use of simulated equipment is compared to use of actual equipment, with training time held constant and success in maintaining or operating actual equipment used as the final performance measure. Average effect size across all studies of this sort has been found to be about 0.40 (an increase from 50th to 66th percentile performance). 

However, interactive videodisc instruction that simulates actual equipment has been used in two ways: as a simulation alone and as a simulation with tutorial guidance. Fletcher found effect sizes for these two approaches to be 0.14 (an increase from 50th to 56th percentile performance) for simulation by itself and 0.41 (an increase from 50th to 66th percentile performance) for simulation that also provided tutorial guidance. Further review of these studies showed that students in both cases were inexperienced with the subject matter and that all these students appeared to require tutorial guidance. 

In retrospect this finding is not surprising, but the extent to which guidance is important is notable. Discovery methods of instruction using simulation alone, did not seem to work well for beginners. This finding is in accord with others (e.g., Gay, 1986) who have found an interaction between the sophistication of the students and the amount of tutorial guidance needed in simulation-based training -- naive students need more tutorial guidance, sophisticated students need less. 

Students enjoy using technology. 

A great many evaluations of instructional technology simply ask the students if they like it better than more conventional approaches to instruction. Practically without exception, students reply that they do (e.g., Greiner, 1991). When they report that they do not, the reason can often be traced to implementation or technical problems with the technology, not the instructional approach itself. The long string of positive reports may be due to the novelty effect of using instructional technology. More conclusive findings must await more routine, frequent, and pervasive application of technology in education and training. 

Technology lowers instructional costs. 

The costs of different instructional approaches are usually assessed by calculating the ratio of the costs of instruction using technology to the costs of instruction using conventional approaches. In these cases, the lower the ratio, the less costly, relatively, is the approach using instructional technology. Four classes of costs have been used in comparisons of this sort: research and development costs, initial investment costs, operating and support costs, and salvage costs. Of these, costs ratios are available for studies comparing initial investment costs and operating and support costs. Fletcher found that the ratio (technology assisted approaches over conventional approaches) for initial investment costs in interactive videodisc instruction was 0.43 and for operating and support costs was 0.16 across a set of nine cost studies. 

In general, the cost argument for technology-assisted approaches is hard to refute if a $2500 general purpose computer providing tutorial simulations can be used to achieve instructional objectives for operating, maintaining, or using real equipment costing 1-3 orders of magnitude more. The substitution of these "two-dimensional" simulations for experience with real equipment often turns out to be more rather than less effective than expected. 

Another significant cost comparison for training applications considers the amount of instructional time saved using instructional technology. These reductions were discussed above. Reductions in time mean less costs for training, of course, but reductions in time also suggest that much greater savings may arise from reductions in personnel structure -- reduced time may mean fewer people required to maintain given levels of force readiness in the military or to maintain given levels of productivity in industry. 

There have been very few studies of costs in K-12 education. Fletcher, Hawley, and Piele (1990) found the costs to achieve a month of grade placement gain in total mathematics scores using computer-based instruction to be $20 compared to $33 using conven tional instruction for third graders and $17 compared to $27 using conventional instruction for fifth graders. These costs include both initial investment and operating and support costs bundled together. They involved the placement of 4-5 microcomputer s in classrooms -- rather than in computer laboratories -- and used commercially available, off the shelf courseware. Cost data were collected using a carefully derived model. Both costs and effectiveness data were collected under the same experimental conditions. Additional data of this sort, tying costs to increases in standardized test scores are difficult to find, but it is notable that, at least in these two instances, computer-based instruction was found to be less costly than conventional approaches. 

Technology appears to be cost-effective 

The central question for decision makers may be that of cost-effectiveness. They may wish to take a systems approach (e.g., Fox ,1994), and compare the costs to accomplish a given level of achievement using a variety of instructional alternatives. One comparison of this sort using empirical data reported by Jamison et al. (1976), Levin, Glass, and Meister (1987), and Fletcher, et al. (1990) is shown in Table 4. It shows the costs (in constant 1985 dollars) to raise comprehensive mathematics scores (com putation, concepts, and word problem solving) one standard deviation by using tutors, reducing class size, increasing instructional time, or providing computer based instruction. 

As Table 4 shows, the most cost-effective approaches among all these alternatives use computer based instruction or peer tutoring. It is notable that these approaches are not incompatible and that a very strong cost-effectiveness argument might be made for peer tutoring combined with computer based instruction, probably by presenting instruction to more than one student at a time on a single computer station. 

In any event, the kinds of cost trade-offs that must be made by decision makers are reflected in this table and the findings it reports might be used to effect real-world decisions. Certainly, if we are to seek a systems approach to education, alternatives must be sought and examined in a manner that serves those responsible for the performance of the system -- educational decision makers. More information to serve them and inform their decisions could and should be collected and reported. 

Table 4. Costs to Improve Mathematics Scores by One Standard Deviation.a
Alternative
Cost/SD Gain

Tutoring (20 Min/Day)



Peers
286

Adults
1612

Reduce Class Size From:



35 to 30
983

30 to 25
1171

25 to 20
1367

35 to 20
1195

Increase Instruction Time 30 Min/Day
2667

Computer Based Instruction for 10 Minutes/Day:



Mini-computer in Laboratory (1976)</TD





Grade 3 (Calif.)
338


Grade 3 (Miss.)
208


Grade 5 (Calif.)
462


Grade 5 (Miss.)
490


Microcomputers in Classrooms (1990)




Grade 3
192


Grade 5
206


a Costs are shown in constant 1985 dollars. 



Caveats
As suggested earlier, a summary of research results such as the preceding, must necessarily slide over many issues of intent, design, implementation, and evaluation. Comments on some of these issues follow. Other issues will doubtless occur to the reader. 

Third party evaluation 

Many evaluations of instructional technology applications are performed by their developers or others who have a stake in their success. There are both strengths and weaknesses in evaluations performed by developers. Developers are rarely indifferent to the success of their products and may, intentionally or not, bias the results of their evaluation. On the other hand, they also have an stake in honest assessment, and they may understand better than anyone the strengths and limitations of what they have produced. In any case, evaluations by developers and other stake holders should not be discarded as irrelevant, and third party evaluations should not be sought without question. We should seek to understand better the implications of both sorts of evaluation. 

Assessment of innovation. 

One difficulty for any evaluation of an innovative technology is that there is nothing else like it. Each new technology has its own strengths and limitations. If the evaluation is held to strict instructional and experimental controls based on constrai nts imposed by the older technology, the newer technology will be at a disadvantage. Also, new approaches are unlikely to be used well since not enough is understood about how best to employ them. The early horseless carriages were certainly inferior in both costs and effectiveness to horse-drawn carriages if they were viewed strictly as a means for getting from one place to another. Similarly, we may have incipient in many instructional technologies, promise and applications of which we are only vaguely aware. Despite all the evaluations listed, we may have yet to see an instructional approach that uses these technologies to best advantage. 

Single factor assessment 

Empirical evaluations are always subject to one sort of contamination or another. It is rare (i.e., never) that we find comparisons in which the single different factor is the presence or absence of instructional technology. For instance a common proble m in comparing new with conventional approaches in instruction is that the content and objectives of the conventional approach may be revised and incorporated in the new but not the conventional approach. The revised body of materials may then be compare d with the original conventional instruction and owe more of any observed success to the revision than to the functionalities of the new approach. More effort may be needed to avoid or work around these paradigms in the evaluation of instructional technology. 

More to the point, the role, style, and professional practice of the teachers involved in implementations of instructional technology have a major impact on the success (or failure) of the implementation. Fox (1994) has emphasized (probably correctly) th at if improvements in instructional practice are to occur the full system must be considered -- not just the innovation itself, but also the full environment into which it is placed. 

Production quality. 

Aspects such as the quality of graphics, clarity of instructional text, verisimilitude of simulations, and relevance of tutorial advice may have a substantial impact on the effectiveness of many instructional technology applications, but these issues are rarely addressed. The extent to which production quality affects both the costs and effectiveness of instructional technology should be better understood. It may explain a significant portion of the difference in otherwise similar approaches. 

Media-based assessment. 

No discussion of the evaluation of technology applications in instruction would be complete without quoting R.E. Clark's (1983) statement that "The best current evidence is that media are mere vehicles that deliver instruction but do not influence student achievement any more than the truck that delivers our groceries causes changes in our nutrition" (page 445). These concerns may be summed up by the notion that hardware alone does not define an instructional approach--what is done with the hardware is what counts. This point of view seems unequivocal. The presence of technology is no guarantee of either effective instruction nor that the unique features of the system will be used. 

On the other hand, the absence of technology is a reasonable guarantee that its unique capabilities will not be applied. To take Clark's metaphor directly, improvements in the technology of delivering food from centers of production to markets has had a tremendous impact on the nutrition of nations. The technologies by themselves do not guarantee this impact, but the functionalities they support with their applications do. Finally, if a decision is going to be made and the decision concerns the future of investment in some technology, then the task of the evaluator is to inform the decision as well as possible, not explain to the decision maker how correct or incorrect the evaluator believes the question to be. 

Antiquity of applications 

By the time evaluation studies are run, documented, and reported in a form accessible to developers and potential users, the application originally under consideration is likely to be five or more years old. By the time it is included in a summary such as this one, the application may be well over 10 years old and superseded by curriculum requirements, job design, or many other factors that change over time -- it is unlikely that the application itself will be of more than historical interest to decision makers. On the other hand, the principles underlying the design of the applications and their success may well be of continuing interest to designers and potential users. The technologies and media employed in the application are likely to be notable as long as they receive investment. As usual, the value and relevance of the evaluation do not depend so much on the antiquity of the application being considered as on how well it informs the decisions that will be made based on its findings. Still, it should be noted that useful information on current applications is generally unavailable until the state of the art, to some degree, passes them by. 

Relation of instructional design to outcomes 

Different outcomes, or instructional objectives, must compete for scarce instructional resources. Decisions made in the design of instructional technology programs affect both their costs and their achievement of specific instructional objectives. These relationships should be better understood. How, for instance, should we design a program to maximize transfer ability, retention, speed of response, accuracy of response, or motivation to continue study? What do the design alternatives cost? To what quantitative degree do they contribute to instructional effectiveness? How do we trade them off against one another -- as we invariably must in the practical world of training design? 

The individualization of control and student progress that we can exercise in instructional technology applications, raises these issues to a level of both significance and practical payoff that they do not reach elsewhere. Fox (1994) has stated that "One of the more difficult problems in dealing with improvement in public education is to replace the notion of teaching as an art form with that of instruction delivery as a systems science" (page 2). If we are to achieve a science or an engineering of instruction so that predictable results can be reliably obtained by many hands, we must seek a science or engineering of instructional design that provides predictable outcomes from specific choices among design alternatives. We must seek to learn not only if instructional technology works, but how it works. 

Final Word
The results discussed above are neither comprehensive nor conclusive, but they suggest that applications of technology in education and training are more effective and less costly than our current practice. They will most probably be shown to be cost-eff ective when considered among all other alternatives in a full systems context. It does not seem unreasonable, then, to argue that the resources needed to realize their potential may be well spent. These resources will include funding, time, and the effo rt to effect significant changes in professional practice and our instructional institutions. What specifically appears to be next is the very difficult work of learning how to integrate our new technological opportunities into classroom practice, with a ll the implications for changing student and instructor roles that must be assessed and instituted. This topic is ably and certainly better addressed by other contributors to this volume. The point of these comments, has simply been to suggest that the return on this investment will be worthwhile. 
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