6. Army Research Institute, Advanced Training Methods Research Unit

6.1 Mission and Role of ATMRU

The mission of the Advanced Training Methods Research Unit (ATMRU) has been stated as to increase the effectiveness and efficiency of developing and delivering training by the application of state-of-the-art computing technologies. 

6.2 Summary of Past ITS-Related Work

Initially, ARIs work in the area of ITS was conducted by the Logistics and Training Technical Area and the Instructional Technology Systems Technical Area. These technical areas accomplished such notable achievements as the development of the MACH-III tutor. In the late 1980s, they merged to form the Automated Instructional System Technical Area. Notable work in this time period included the development of the INCOFT tutor. With ARIs change from the use of technical areas to research units, the Automated Instructional System Technical Area became the Advanced Training Methods Research Unit at the beginning of 1994. 

In addition to developing specific tutors, ARI has been prominent in promoting an interdisciplinary approach to ITS development. For example, ARI has played a lead role in the conduct of the following workshops that have brought key researchers together: 

· NATOs Defense Research Group Panel VIII, Spring 1985, dealing with the value of computer-based training in military environments [Seidel 86]. 

· NATOs Defense Research Group Panel VIII, Fall 1991, dealing with the application of advanced technologies to training design [Seidel 92]. 

· Intelligent Tutoring Systems for Foreign Language Learning: The Bridge to International Communication, 1991, dealing with second language learning [Swar 92]. 

· ARI Language Workshop, May/June 1993, also dealing with second language learning. 

In addition, ARI researchers have prepared many reviews of ITS technology that have helped to promote an understanding of the changes in this field. Table 2 on page 96, for example, reproduced from Shutes ITS work [1994], shows how research focuses have changed over time. 

	1970s
	1980s
	1990s

	Problem Generation
	Model-Tracing
	Learner Control

	Simple Student Modeling
	More Buggy-Based Systems
	Individual vs. Collaborative Learning

	Knowledge Representation
	Case-Based Reasoning
	Situated Learning vs. Information Processing

	Socratic Tutoring
	Discovery Worlds
	Virtual Reality

	Skills & Strategic Knowledge
	Progression of Mental Models
	

	Reactive Learning
	Environments Simulations
	

	Buggy Library
	Natural Language Processing
	

	Expert Systems & Tutors Authoring Systems
	Overlay Models/Genetic Graph
	


Table 2. Important Issues Related to ITS Development 

6.3 Overall ITS R&D Program

The ATMRU Automated Instruction Research program is driven by a conceptual model of the instructional development process. This model, shown in Figure 21 on page 97, provides a structured framework for selecting learning and training research topics and issues in a total training R&D context, with the goal of producing systematic research-based guidelines for developing training programs and for ultimately evolving techniques to improve Army training [Seidel 94]. 

The model allows relating R&D projects to four different stages in the development process. In the case of knowledge and skill learning, it shows that these issues need to be studied in the context of specific subject domains, and may address either the learning of individuals or that of a group. None of these elements is totally independent of all other elements. For example, understanding of the cognitive structure and problem-solving skills of subject matter experts is necessary for designing instructional strategies. Further, the subject domain to be trained, available technology, and basic research in related fields also influence the selection of research topics and issues. This model has guided the development of the Automated Instructional System Research program. 

Additionally, ATMRU continues to conduct workshops that look at key technical issues. It is currently organizing a workshop on behalf of NATO. This future workshop will focus on the use of advanced technology in synthetic training environments. 


6.4 On-Going ITS-Related Tasks

Three projects are discussed here. The first project does not explicitly address ITS development but is intended to develop knowledge that will guide the development of VR-based ITS. The second project addresses ITS support for second language learning. The third is an example of Federally developed ITS courseware (and funded courseware development support) that is available for government employee acquisition of foreign language skills. 

6.4.1 Visual Knowledge Representation in Multi-Media CyberSpaces Project 

VR offers many new opportunities for the role of an intelligent tutor. As stated in [Psotka 94]: As a ghost presence, the tutor can interact with a student through digital speech, through text that floats in air, or through replays. As an embodied presence, the tutor can vary in reality from a stick figure to a realistic manikin, with facial expressions and voice. The possibilities for realistic guidance that is believable and as forceful as a real tutors may be quite difficult to achieve, but dramatic in their implications. The possibilities envisioned for ITS are both made more concrete and expanded by the potential of VR. 

The phenomenon of immersion, which is central to the perceptual experience of VR is poorly understood. Much needs to be learned about the educationally leveraging components, process, and effects of immersion. This project will investigate how emerging VR technology can be used as a tool for studying the psychological process of immersion and for applying the results to the development of synthetic training environments. 

Better understanding of how instruction can take advantage of the multi-sensory input will benefit many future ITS developments. In the immediate future, the results of this research will be applied in the development of the Virtual Physics Tutor (Section 14.4.7 on page 214). 

Programmatic Background 

This project began in Fall 1992 and is due to complete in Summer 1994. The total funding is approximately $500K. ARI researchers are supported by researchers from the National Institute for Standards and Technology (NIST), Catholic University, George Mason University, George Washington University, and Georgetown University. The Principal Investigator is Dr. Joe Psotka from ARI. 

Planned Products 

Authoring tools for the construction of virtual environments (to be used as research tools) on Silicon Graphics and IBM PC machines. 

Approach 

In support of the overall hypothesis that virtual environments turn knowledge into experience, this basic research is organized around answering two main research issues: 

· Identifying the individual differences that relate to how well people become immersed. 

· Determining the benefits of VE on memory and comprehension for training. It requires developing support for the construction of virtual environments as research tools. It also requires conducting experiments to determine (1) cognitive components of visual immersion, and (2) principles of training design in virtual environments. 

The work is divided into three tasks. 

Task 1: Develop paradigms for assessing fidelity of VE. The relationship between field of view and VR Egocenter has been determined. The cognitive components of visual immersion have been identified. 

Task 2: Create paper and pencil assessments tests. Two questionnaires have been developed to gather immersion-related information: one intended to provide insight into the process of immersion, and the other into the nature of presence. A sample from one of these questionnaires is provided in Figure 22 on page 99. 

Task 3: Develop paradigms for assessing memory and comprehension. Experiments on memory have begun. 

Potential Follow-On 

This research may have potential applications in Distributed Interactive Simulation. The next step may be a 6.2 effort to exploit the knowledge gained in prototype ITS systems. 

	
	Totally
	Very
	Somewhat
	A Little
	Not At All

	11. How disoriented did you feel after the experience? 
	
	
	
	
	

	12. How disturbing was the lag or delay between your movements in the real world and the VR world? 
	
	
	
	
	

	13. How often did you feel your body image was in the wrong place in the VR world? 
	
	
	
	
	

	14. How responsive was the environment to your movements? 
	
	
	
	
	

	15. How natural and realistic was any object motion? 
	
	
	
	
	

	16. How much narrower was the field of view than normally? Totally Very Somewhat A Little Not At All 
	
	
	
	
	

	17. How completely could you survey or search the environment visually? 
	
	
	
	
	


Figure 22. Excerpt from Immersion Presence Questionnaire 

6.4.2 Multilingual: Advanced Technologies for Mastering Foreign Languages Project 

The military have many needs for mastery of foreign languages. For example, military intelligence linguists must use foreign language to collect intelligence critical to Army missions, multinational engagements (e.g., Desert Storm) require rapid cultural and language train-ups, and sudden international actions and interoperability increase requirements for foreign language skills. The goal of this project is to conduct R&D that will enhance foreign language training through advanced instructional technologies and extend specific understanding of foreign language skill acquisition. Specific objectives include the following: 

· Improve teaching of languages from skill levels 1 to 2. 

· Teach In-MOS (Military Occupational Specialty) language skills not now taught for MOSs, for example, interrogation. 

· Improve retention of MOS language skills. 

· Increase opportunities to maintain language on the job. 

Attainment of these objectives will save instructor time needed to teach and maintain MOS-specific foreign languages skills, increase language proficiency of Military Intelligence (MI) linguists, and increase their readiness. It will also improve foreign language applications in future systems such as portable job aids, machine translation systems, and interoperable communication systems. 

Programmatic Background 

This effort started in 1989 and will end in Fall 1995. The total funding is approximately $2.5M. Much of the early work was performed under a contract with SAIC. Much of the current work is being performed under a contract, MDA 9030920C-0229, with Micro Analysis & Design, Inc. The Principal Investigator for Micro Analysis & Design is Ms. Susan Dahl. 

Participating organizations include US Army Special Warfare Center School, and the Defense Language Institute, Foreign Language Center. Additionally, ARI has entered a Memorandum of Agreement, entitled Coordination of Efforts in R&D of Language Sustainment Training in Support of MI Courses, with US Army Intelligence Center and School, Ft. Huachuca (Department of Human Intelligence). The Deputy Chief and Staff for Intelligence (DCSINT) at the Pentagon is another participant. Planned Products Concept demonstration German Tutor, prototype Bridge tutor with dynamic inter-active graphics. Research results yet to be determined. 

Approach 

This effort is investigating how advanced computer technology can be used for enhancing the functional capability and instructional effect of computer-based instructional systems in teaching a second language. It addresses theoretical and technical issues arising in the development of intelligent computer-assisted second language learning (ICALL), a new field that seeks to merge development in ITSs with advances in natural language processing (NLP). The overall approach has been to develop a demonstration product, the German Tutor (also called BRIDGE), to demonstrate basic concepts of designing and developing an authorable computer-based language tutor. A second tutor then builds on the earlier work to provide a prototype foreign language tutor, the Military Language Tutor (MLT), that can improve the training of military linguists. 

Once developed, these tutors will be used in a research effort to collect data to examine the process of language learning and the effectiveness of different instruc-tional strategies. Plans for this research have yet to be developed. Consequently, the following tasks focus on the development of MLT. 

Task 1: Review state of the art. Conduct a conference to survey the state of the art of computer-based language training, and the government requirements for such training. This task has been completed. 

Task 2: Prepare a detailed and understandable design and complete screen-state prototype of the MOS (job)-specific language tutor. This initial design will be independent of the target foreign languages, will be reconfigurable and authorable as feasible by non-programmers, will emphasize immersion-like training, and will assume a model of language learning that is explicitly justified in theories of learning and cognition, in relevant empirical research, and in current methods of language pedagogy. A screen-state prototype means that all classes of screens to be seen by students or used for authoring will be worked out in detail and presented to ARI using a prototyping software package. The projected completeness and ease of control by non-programmer, non-computational linguists will be a significant issues in the design. This task has been completed. 

Task 3: Prepare a detailed plan for integrating NLP technologies with the design from Task 2 for MOS-specific language training. This plan will address a fully developed, language-specific instantiation of the tutor. The plan should be justified in detail by existing empirical research as well as linguistic and cognitive theory. The plan should include the following: 

· Alterations, additions to, or replacements of existing language-specific software that are required for fully developed foreign language instantiations. 

· The instructional goals to be dealt with. 

· The classes of errors to be collected and how they will be detected or inferred. 

· The mechanism and resulting screen-states that will permit a non-programmer who is not a computational linguist to enter, delete, and alter lexical entries. 

· The initial tutoring rules and values to be used. 

· The initial approaches to feedback and explanation and the controlling rules. 

This task has been completed. 

Task 4: Implement the approved tutor design and integration plan for Arabic and Spanish. This task is in progress. 

Task 5: Alpha test the implemented tutor and repair bugs. Contractor and ARI personnel will engage in alpha testing. Bugs, structural anomalies, significant design flaws, and data errors will be fixed. 

Task 6: Beta test the prototype tutor at ARI and selected Army sites. Beta testing will be conducted by a reasonable sample of training personnel and students. Their views will be captured. Bugs, structural anomalies, significant design flaws, and data errors will be fixed. 

Task 7: Plan and conduct research to improve the tutor design and to test the theoretical framework and the cognitive model of language acquisition underlying the design. Plans for conducting the research will be developed in concert with ARI. These plans will include required facilities, sources of subjects, and a selection of significant and testable hypotheses. 

Accomplishments 

For the project as a whole, the following has been accomplished to date: 

· Development of HyperLexic, an in-house military vocabulary hierarchical tutor, first quarter FY91. 

· Development of a German parser to support Intelligent Language Tutor, first quarter FY91. 

· Development of a prototype Intelligent German Tutor for 97E M1, first quarter FY92. 

· User trials of German Tutor at USAICS, second quarter FY92. 

· Extension of parser to Arabic, third quarter FY92. 

· User trials of German Tutor at Fort Bragg in the second quarter of 1993. 

6.4.3 Military Language Tutor 

The Military Language Tutor (MLT) is intended for use by military intelligence (MI) linguistics and special forces. Thus the content focuses on command, control, communications, and intelligence (C3I) job-specific language skills. The language focus is on two priority languages: Arabic and Spanish, with skills coverage including reading, writing, listening, and speaking, with treatment of speaking limited by available speech recognition software. The coverage of lessonware includes selected grammatical and other linguistic principles that characterize shortcomings on Level 1 linguistics and that are cru-cial in the transition from Levels 1 to 2. These principles are important to job performance. For example, a language training needs analysis conducted by ARI with regard to military interrogation students (MOS 97E) assigned priorities to a range of linguistic constructions, such as spatial prepositions, temporal adverbs, clause subordination, and politeness markers, based on their saliency in interrogations and their association with errors of students. 

The specific lessons types supported are: 

· Multiple choice. 

· Fill in the blank. 

· Question and answer. 

· Identify (multiple) location(s). 

· Sorting. 

· Menu-created sentences. 

· Constrained single sentence entry with graphics. 

· Translation (English to Arabic/Spanish and Arabic/Spanish to Arabic/Spanish). 

· Dialog. 

· Pronunciation practice. 

· Speech recognition. 

· Parser free play 

A sample MLT screen is shown in Figure 23 on page 105. 

To facilitate its use as a research tool, the tutor is designed to enable easy reconfiguration and authoring (by a non-programmer) in several respects. These include dimensions pertinent for tutoring, for example, the nature of remediation methods. It also includes support for reconfiguring and authoring of the lexicon. 

The specific advanced technologies applied in the tutor include NLP, integrated with ITS and with such techniques as dynamic graphics, an interactive dialog that can support transactions simulating second language immersion. The NLP coverage includes a wide range of syntactic constructions as well as domain-specific aspects of semantics and pragmatics as needed to support a limited dialog. 
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Figure 23. MLT Sample Screen 

Development Status 

Prototype system under development. 

Architecture 

An overview of the MLT system is shown in Figure 24 on page 108. The following paragraphs discuss the most important system components and features from the perspective of the support they provide to the user of the system, in this case a lesson author, or instructor. 

The MLT is a PC-based, MicroSoft Windows compatible product. When an author first enters the software, they are presented with a title screen. From this screen, they have the option to either start a lesson definition from scratch, or to resume work on an existing lesson. If they choose to start a lesson from scratch, they will be presented with an Index of Lessons. 

[image: image2.png]Till Sereen

SotorRe-ntr Coneg S

IfStart Select Exercise

Tuteraction-Based

Tndex of Lessons

ol B
Ty ot

L o it
DR Tndex of Lessots

Wor Crolics

B e W e
ool P
Fa | [raamy] [BERT [ B2 | epshemwy
[T ek
[ f Eessons| et ot
o
e
T
Semmeo o
object PBackgrounds
Rcigon
S

-

State

Speect
Recbgriton

Figure24. MLT Overview




Language-Based Index of Lessons 

This component of the system is based on a data base stored set of lessons. The lessons are categorized by language (for example, Spanish, Arabic) and include a summary statement that the lesson author has composed. The user will be able to scroll through this index to identify the lesson they want to use. Existing lessons can be modified or they can be used as a basis for new lessons. Lessons are composed of exercises. The MLT supports 14 different exercises types, as discussed previously. The exercises are linked together by the author using a variety of methods, ranging from conventional fixed to performance-based sequences. 

Scenario Data 

Each lesson is supported by a set of scenario data. The scenario data support the individual exercises within the lessons. Scenario data consist of speech files, graphical backgrounds, graphical objects within the backgrounds, as well as maps and textual information. Scenario data also include scoring information that specifies the acceptable performance levels for a student to have successfully completed the lesson. Lesson authors can use scenario data that are packaged with the tutor, or they can develop their own. 

Objects 

Objects are graphical elements that are initialized by the scenario data set and manipulated through the exercises by the student. Examples of objects are a person and a building. They might be used in an exercises where the student is instructed to type instructions in Spanish that would make the person enter the building. As the student enters the instructions, the MLT will move the objects in response. Feedback to the student is provided immediately and graphically. 

Speech Recognition 

As a minimum, the MLT will include single-word speech recognition. The author will be able to design exercises that will test the students ability to speak in recognizable Spanish and Arabic accents. The future goal for this system is to include speaker-independent continuous speech recognition. When complete, this capability can support any and all exercises types. 

Natural Language Processor 

Many of the exercises in the MLT are based on NLP functions. This component is the most advanced and technically challenging of the system. In the simplest terms, the NLP consists of a parser (to determine whether the student has entered a response that is grammatically correct), a semantics module (to determine whether the students response is meaningful and accurate), and a discourse planner (to compose an appropriate response to the student). All three of these elements are required for dialogue exercises, but may not all be required for simpler exercises (for example, multiple choice). 

Student Model 

The MLT does include sophisticated capabilities for modeling an individual students progress through a lesson, or set of lessons. The author can compose branching logic to control the amount of remediation and the level at which remediation is required. Additionally, each students records are maintained to a level that supports individual instruction and testing. 

Instructional Model 

The MLT will be delivered with embedded basic instructional techniques and examples. They will provide an author with guidance on structuring remedial lessons, and for providing feedback to students at various levels. The tutor will also include sample lessons in each language. 

Context Sensitive 

Help Both the student and the author will have constant access to a hypertext-like context sensitive help system. This system will assist users of both types on understanding how the system works and how to navigate through the MLT. The Help System will include an index, glossary, and graphical support for the standard help screens. 

Operating Environment 

IBM-compatible PC, 486-based, with Windows. Evaluation Status Plans have been made for alpha and beta testing to be performed once MLT development is complete. 

Future System Development Plans 

Future plans include the following: 

· Integrating the German Tutor with MLT. 

· Expanding MLT to provide instruction in additional languages yet to be determined. 

· Moving beyond discrete speech recognition to support continuous language recognition, also speech synthesis. 

6.4.4 Federal Language Training Laboratory (FLTL) 

The Federal Language Training Laboratory (FLTL), is the center for the Advancement of Language Learning, specializes in development of foreign language multimedia courses. The courses are not for sale, but are available free to US Government personnel. 

Operating Environment 

Minimum Requirements for FLTL courses are IBM PC: 486 33Mhz CPU; Windows 3.1; or a Macintosh II Series; System 7.x 8mb RAM, 256 Color Monitor, Double Speed CD-ROM drive, Speakers or headphones, Soundblaster Pro compatible sound card. Call in orders or requests to Federal Language Training Laboratory (FLTL) (703) 25-4253 ext. 6 or Fax (703) 525-5186. 

Example Courses available include:
6.4.4.1 The Morning Light (Mandarin Chinese) course integrates authentic Chinese materials, video, audio, recording and playback, graphics, and animation to reinforce and expand students' listening and reading comprehension skills. May be used flexibly for maintenance, as a refresher, for self study, or as part of an intermediate or advanced language course. One CD-ROM. 

6.4.4.2 Command & Control Words and Phrases teaches approximately 100 practical words and phrases useful to military or other USG personnel with no knowledge of the target language. Available in Haitian Creole, Croatian, Serbian. Any new language, upon request, can be made available in about three days. Two floppy disks. 

6.4.4.3 Numbers are taught in ten interactive activities that enable students to practice numbers in various practical contexts. Available in Indonesian, Turkish, Greek, Serbian, and Korean. Any new language, upon request, in one week. One CD-ROM. 

6.4.4.4 Directions & Signs. Ten interactive activities which enable students to practice vocabulary related to directions and signs in various practical contexts. Available in Serbian; will be available in Modern Standard Arabic in summer of 1996. Any new language, upon request, in one week. One CD-ROM. 

Future System Development Plans FLTL will develop new language programs as needed, usually in about one or two weeks. 

